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Thinking Humanly

“The exciting new effort to make comput-
ers think . .. machines with minds, in the
full and literal sense.” (Haugeland, 1985)

“IThe automation of] activities that we
associate with human thinking, activities
such as decision-making, problem solv-
ing, learning . .." (Bellman, 1978)

Thinking Rationally

“The study of mental facultes through the
use of computational models.”
{Chamiak and McDermott, 1985)

“The study of the computations that make

it possible to perceive, reason, and act.”
(Winston, 1992)

Acting Humanly

“The art of creating machines that per-
form functions that require intelligence
when performed by people.” (Kurzweil,
1990

“The study of how to make computers do
things at which, at the moment, people are
better.” (Rich and Knight, 1991)

Acting Rationally

“Computational Intelligence is the study
of the design of intelligent agents.” (Poole
el al., 1998)

“Al ...1s concerned with intelligent be-
havior in artifacts.” (Nilsson, 1998)

Figure 1.1  Some definitions of artificial intelligence, organized into four categones.

Artificial Intelligence: A Modern Approach, Stuart J. Russell and Peter Norvig (eds.)



2011. Apple’s SIRI and IBM’s Watson
were developed

1961.First Industrial robot replaced 1997. IBM’s Deep Blue defeated Garry
humans at assembly line. Kasparov in chess Competition 2014.EUGENE, a chatbot passed Turing

1564.Pioneering chatbot named 1998. An emotionally intelligent robot test; Amazon launched Alexa, a voice
ELIZA was developed at MIT KISMAT was developed enabled intelligent virtual assistant.

1966. A general purpose mobile 1999. Sony launched pet robot dog 2017.Google’s AlphaGO beat the world’s
robot developed at Stanford named AIBO best GO player Ke lJie.
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LLM (large language models)
1950. Turing Test by Alan Turing Al Winter 2002. iRobot launched autonomous
1956. Term of Al was coined vacuum cleaner robot in bulk.
2009.Google built first self driving

car for urban conditions
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DEEP BLUE
VS GARRY
KASPAROV

Pair of six-game chess matches
between then-world chess
champion Garry Kasparov and an
IBM supercomputer called Deep
Blue. Kasparov won the first match,
held in Philadelphia in 1996, by 4-2.
Deep Blue won a 1997 rematch
held in New York City by 3%-2%.
The second match was the first
defeat of a reigning world chess
champion by a computer under
tournament conditions, and was the
subject of a documentary film,
Game Over: Kasparov and the
Machine.




Breakthrough on AGI
(Artificial Imagination?)

S / The Causality Trap
g 2020s
Understanding why? Incremental progress
Deep Learning
Expert Systems 2010s
1980s Specialist pattern
. Expert systems appear recognition through
Inform:;usog Theory capable of human-like neural networks
. S decision-making . .
Turing Test, theory and Third AI Winter
prototyping 2020s

Turing Paper
‘Can machines think?’

1950 Second AI Winter

Mid 80s-Mid 90s
First AI Winter

1970s



e Symbolic Al is the term for the collection of all methods in
artificial intelligence research that are based on high-level
symbolic representations of problems, logic and search.

e Symbolic Al developed applications such as knowledge-based
systems (in particular, expert systems), ontologies, the semantic
web.

e Symbolic Al was the dominant paradigm of Al research from the
Mid-1950s until the mid-1990s.

e Subsymbolic Al is a field of study in Al concerned with the
development and study of statistical algorithms that can effectively
generalize and thus perform tasks without explicit instructions.

e Machine learning (ML), deep learning (DL), neural nets, data mining,
NLP, language models

e Subsymbolic approach, had been pursued from early days and was
to reemerge strongly in 2012. Neural networks were not viewed as
successful until Big Data became commonplace.




Artificial Intelligence

Rules-based
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LARGE LANGUAGE MODELS l

A large language model (LLM) is a large-scale b
language model notable for its ability to achieve
general-purpose language understanding and
generation. LLMs acquire these abilities by
using massive amounts of data to learn billions
of parameters during training and consuming
large computational resources during their
training and operation. LLMs are artificial neural
networks (mainly transformers) and are
(pre)trained using self-supervised learning and
semi-supervised learning.

Multimodality means "having several

modalities’, and a "modality” means a type of .
input, such as video, image, audio, text, etc. 0
D.J -~




EXAMPLES OF LLMS
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GENERATIVE
ADVERSARIAL NETWORK '

(GAN) is a class of machine learning
frameworks and a prominent framework for
approaching generative Al.

" The concept was initially developed by lan
w W Goodfellow and his colleagues in June 2014.

In a GAN, two neural networks contest with each
other in the form of a zero-sum game, where one
agent's gain is another agent's loss.
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https://www.youtube.com/watch?v=F4G6GNFz008




Nirtualnemedia.pl > Technologie > Sztuczna inteligencja

Jarostaw Kuzniar wykorzystuje sztuczna
inteligencje. ,,Zaczynamy sie dobrze dogadywac”

Czes¢ podcastow studia Jarostawa Kuzniara od dwdch miesiecy jest czytana przez sztuczng inteligencja
wykorzystujaca gtos dziennikarza. W rozmowie z Wirtualnemedia.pl Kuzniar zapowiada uzycie Al takze w
innych formatach. - Ciekawy eksperyment, ale czy ma szanse zrewolucjonizowac rynek? - zastanawia sie

Wojtek Kardys.
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Jarostaw Kuzniar (fot. materiaiy prasowe)
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Deepfaki w Kampanii wyborczej. PO

stworzyla glos Morawieckiego przy " tanego do doradeon:
pomocy Al. Otwiera sie nowy etap walki
politycznej

przeszkadza nam
pzycja i nielojalny Ziobro.

DEEPFAKE 24.08.2023, 12:36

-
Bolestaw Breczko + Fragment wideo wyborczego Platformy Obywatelskiej z glosem Matensza Morawieckieso
. wygenerowanego przez sziuczna inteligencje (Twitter, Platforma_org)




" HOW TO DETECT
Al-GENERATED
CONTENT?




THANK YOU

Maria Dymitruk
maria.dymitruk@uwr.edu.pl

Faculty of Law, Administration and
Economics
University of Wroclaw




