
Multiple Regression Analysis 
 

In multiple linear correlation and regression we use additional independent 
variables (denoted X1, X2, … , and so on) that help us better explain or predict the 
dependent variable (Y). Almost all of the ideas we saw in simple linear correlation 
and regression extend to this more general situation. However, the additional 
independent variables do lead to some new considerations. Multiple regression 
analysis can be used either as a descriptive or as an inferential technique 
 

 
 

 
 



 
 
 

Laboratory example 

 

 



 

Add logarithms of variables (Gretl:Add\logs of selected vars) and compute correlation matrix 

 

 

We choose model with logarithms. 

 

 

 



Make  diagnostic  plots: 

Graphs\Fitted actual plot\against l_age 

Graphs\Residual plot\against l_age 

Conclusion: First observation is an outlier and it should be removed   

 

 

 


